Appendix
A Proofs for Section 2 (Preliminaries)

Proof of proposition 2. In the original paper presenting the concept
of necessary winner [24], the authors use a different representation of
partial profiles. Where we use partial rank matrices, they use partial
orders on candidates.

This does not impact the characterisation of necessary winner
which is independent of the representation. Indeed, for a profile P, a
voting rule F" and a winning candidate ¢ € F(P), if for all candidate
¢’ different from c and all P’ a such that P is an extension of P’, we
have that o757 (c) > o (c ) then o/ (c) > opr(c') because by
definition we have op/(c) > o™ (c) and o5 (') > op (c').

Konczak and Lang [24] present this result as an equivalence. How-
ever as pointed out by Xia and Conitzer [38] this is a mistake as the
following counterexample shows. Consider four candidates A, B, C,
D, three voters with the Borda rule. The first vote is the partial order
A= B,A=C,A > D,B = C, B = D. The second vote is
A=C,A=D,B= A B> C,B > D.Thethirdis A = B. A
is in first position in vote 1, in second in vote 2 and cannot be lower
than third in vote 3. Hence, 0™ (A) = 6. Similarly, c™**(B) = 7,
o™ (C) = 5 and c™**(D) = 5. A ties with B in the first two
votes but beats B in the third vote so A is ranked above B. Since
g™ (A) > ¢™*(C) and ¢™"(A) > o™*®(D), A is ranked
above C' and D. Thus, we know that A will always be first and hence
is a necessary winner. However, we have 0" (A) < o™ (B).

Even if the equivalence does not hold in the original setting of
partial orders, we now show that it holds when preference profiles
are represented as rank matrices. Indeed, in our context, minimizing
the score of a necessary winner w and maximizing the score of any
other candidate c are two independent goals. Hence, given a partial
rank matrix R, for every candidate c, there exist a complete rank
matrix R such that R C Re, or, (w) = o™ (w) and oz, (c) =
or*(c). Since w is a necessary winner of partial rank matrix R, for
any extension R’ of R, we have or/(w) > or-(c). Applying this to
each R., we have Vc € C, o™ (w) > o8*“(c). To construct such
extension of R, we work ballot by ballot. If at least w or ¢ is locked
achieving both goals simultaneously then, is trivial. If both w and ¢
are free, there are at least two free entries in the ballot. Hence, we
can put c in the most preferred free entry and w in the least preferred
free one without any problem. O

B Proofs for Section 4 (Smallest abductive
explanations for Borda)

Theorem 4. Let R be a rank matrix with n voters and m candidates
s.t. w € C is a Borda winner of R. For all AXp X of R, we have:

X zn— | 2] ©

Building on notations introduced in Section 2.4, for a given partial
rank matrix R = (R1,...,Rn), we define the score margin of ¢
w.rt. ¢ for R; as 0%, (') = o%!"(c) — o%*(c’) and the margin
of victory of ¢ w.r.t. ¢’ for R as 5R(c’) = > r,cr O, (). The
inequality of Proposition 2 can now be rewritten as 6% (¢') > 0.

Additionally, we introduce the total score margin of c as the
sum of the score margin of ¢ w.rt. all other candidates, A%z, =
ZQ 120 0%, (€ "). Similarly, we have the total margin of victory of c,

R =20z OR(C).

Note that if w € C is a Borda winner of R then A% > 0 since for
all other candidates, ¢, 3 (¢) > 0.

Throughout the rest of this section, we will consider the margins
of the winning candidate w. Hence, the dependency on w of §* and
A" will be dropped.

We first introduce two useful lemmas.

Lemma 6. Let R; be a ballot of a rank matrix R = (R1,...,Rn)
with n voters and m candidates s.t. w € C is a Borda winner of R.

o J[fw e R;and R;1 = null then

Ry = { R“_’k

satisfies Ags > Ag, and [Ri| = |Ri.
o [fweR, and Ri1 # null then

ifk=1
ifk # kuw with ky s.t. Ri g, =w

w  ifk=1
Rir =1 Ri1 ifk=kewithky st R, =w
Rik ifk#1landk # ky

satisfies Ay > A, and |Ri| = |Ri.
o IfwégR,; ande 1 ;é null then
ifk=1

;o w
Riw = { Riw ifk#1
satisfies A > Ar, and [Ri| = |Rjl.

Proof. If for all ¢ € C\ {w}, 0g;(c) = dr,(c) and there exists
co €C \ {w} (5731 (Co) > 572 (Co) then AR/ > AR

In the first case, for all ¢ € dom(R;) \ {w}. am‘” =oR"(c)
and for all ¢ € dom(R;)\{w}, Um‘“” (c) < a%‘””( ) (the first entry,

once free in R; is not anymore in R;). Additionally, cr%”‘ (w) >

o%!" (w). Hence, for all ¢ € C\ {w}, 6z (c) > 0r, (c) and A/ >
Ar,. The second and third cases are analogous.

We proved that in the optimal case for total margin of victory, if the
first entry is locked it will only be with the winner and if the winner
is locked it will only be in first entry. Now, let us turn our attention
to the rest of the ranking.

Lemma 7. Let R; be a ballot of a rank matrix R = (R1,...,Rn)
with n voters and m candidates s.t. w € C is a Borda winner of R.
If there exists c € R; \ {w} and ko, k1 € [|1,m]] s.t. Rix, = null,
Rik, =null and ko < ke < k1 with k. s.t. R, = cthen

ifk = k1

r_ C
Rik = { Rir ifk # ke
satisfies Ags > Ar, and |Ri| = |Ril.

Proof. Similarly to the previous proof, we compare for all ¢’ € C \
{w}, dr/(c') and 0, (¢'). f w € ran(Ri), forall ¢ € C \ {w,c},
572;_(0') = 6, (") and dr;(c) > dr;(c). Otherwise, for all d e
C\{w,c}, or:( ) > g, () and 0/ (c) > Or,(c )(a"“”(w) >

0% (w)). Finally, for all ¢ € C \ {w}, ors(c) > om,(c ) Hence,
AR; > Ag,. O

Note that the previous lemma does not hold if there is no free entry
before the locked entry . Indeed, otherwise, lowering the candidate
entry will improve the first free entry and free candidates could end
up with a better score margin. Hence, the presence of k.

We are ready to show that a specific pattern of locked entries dom-
inate any other pattern of the same size.



Definition 7. Let R; be a ballot of a rank matrix R =
(Rl, ..., Ry) with n voters and m candidates s.t. w € C is a Borda
winner of R. If there exists ki1, ks € [|1,m|] such that R, = null
ifand only if k1 < k < m + 1 — ko, we say that R; is in normal
Jorm of parameter k1 and ka. When k1 + ka2 = m, we take k1 = m
and k2 = 0.

Lemma 8. Let R; be a ballot of a rank matrix R = (Ra,...,Rn)
with n voters and m candidates s.t. w € C is a Borda winner of
R. There exists R in normal form of parameter k1 and ka with
k1 + ko = |Rz| s.1. AR: > AR,

Proof. For every ballot R;, repeated applications of the transforma-
tions given in lemmas 6 and 7 lead to the profile R with the given
normal form. O

Now that we have introduced the normal form, it is possible to
evaluate its total margin of victory.

Lemma 9. Let R; be a ballot of a rank matrix R = (R1,...,Rn)
with n voters and m candidates s.t. w € C is a Borda winner of
R. Assuming there exists ki,k> € N s.t. R; is in normal form of
parameter k1 and k.

o k>0 Ar, = (ks + ko) (m — Grtheth)),
[ lf‘klzo,ARiZ—(ﬂl—l—kz)zﬁ—w.

Proof. In the first case, A, =3, 0r,(c) = ShTtid (m—
k1 — k2)k1 + Z;’;ﬂl_k? ¢ and in the second, Ag, =0— (m —1—
ka)(m — 1 — ko) + 221 ¢ where the first term is accounting for
the candidates locked at the top of the ranking, the second, the free
candidates and the third, the candidates locked at the bottom of the
ranking. O

Finally, we can give an upper bound on the total margin of victory
of any ballot.

Lemma 10. Let R, be a ballot of a rank matrix R = (Ra,...,Rn)
with n voters and m candidates s.t. w € C is a Borda winner of R
and |R;| > 1

Ar; < (m—1)(m|Ri| = (m — 1))

Proof. Thanks to Theorem 8, we know that ballots in normal form
dominate other patterns in term of total margin of victory for a given
number of locked entries. Thus, we just have to show that normal
form ballots verify the inequality.

We derive the result from an upper bound on the score contribution

per locked entry, 2R 02 < m(m — 1) with Ag = —(m — 1)?

IRl
the total margin of victory of the empty partial ballot.
Let R; be a ballot in normal form of parameter ki and ks s.t.

k1 + ko > 1.

Ar,—Ag _ (m-1)2
o If k1 >0, TRi] = iTks +m

Clearly, this is less than m(m — 1) with equality for k1 = 1 and
k2 =0.

_ (k14ko41)
—_.

o Ifky =0, —AﬁléglAg =2m — %2 — %
Since k2 > 1, we have the desired result. O

Proof of theorem 4. Let R be a rank matrix with n voters and m
candidates s.t. w € C is a Borda winner of R.

Assuming there exists X', an AXp of size at most n — | 2| — 1.
Since w € NWgora(X), we have Ax > 0.

However, we have:

Ax = Y Ay
< D (m=1)(mRi| - (m—1))
= (m—l)(m >R - Z(m—l))

xX;ex X;ex

< -0 (m(o-|2]-1) -nin-1)

= oo () )

0

Contradiction. Hence, no AXp of size at most n — L%J — 1 exists
for any rank matrix. O

Theorem 5. Let R be a rank matrix with n voters and m candidates
and w € C a Borda winner of R s.t. X C R where X is the partial
rank matrix where w is ranked first for n — L%J ballots and every
other entry is null. X is an AXp of R and | X| =n — \_%J

Proof. Let X = (X1,...,Xn) be the partial rank matrix where ev-
ery entry is null except for i € [|1,n — | Z | |] where X; 1 = w. For
all c € C \ {w}, we have:

Sx(c) = > dxle)
x;ex
= D @+ Y, bxl)
=i =[]
n n
= (= |mh) =15 e
_ n
SaLE
> 0
Hence, w € NWgya(X). Since there is no smaller AXp

(Theroem 4), X is an AXp of R and n — | Z | locked entries suf-
fice. O

C Data set composition of experiment on SiAXps

model  parameter #profiles

Impartial Culture 10
Impartial Anonymous Culture 10
normalized Mallows ¢ = 0.5 10
Umn model o =0.1 10
Single-Peaked (Conitzer) 10
Single-Seaked (Walsh) 10
Single-Peaked On a Circle 10
Single-Crossing 10
Group-Separable 10
1-Cube (Interval)  uniform interval 10
3-Cube (Cube)  uniform cube 10
Disc  discin 2D 10
Circle circle in 2D 10
Sphere  sphere in 3D 10

Uniformity (UN) 4

Identity (ID) 1

Antagonism (AN) 1




